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Single DTN server:

2 x 12 core Intel(R) Xeon(R) Gold 6126 CPU @ 2.60GHz
192 GB RAM DDR4 2666

1 x ConnectX-4 (100G Ethernet mode)

2 x ConnectX-4 (FDR IB)

Storage:

2 independent Lustre filesystems (20 OSS each)
connected

to DTN using FDR IB

Single DTN server:

2 x 8 core Intel(R) Xeon(R) CPU E5-2667 v4 @ 3.20CHz
256 GB RAM DDR4 2400

2 x ConnectX-5 VPI (100G Ethernet mode)

Storage:

Local 8 x Intel NVMe SSD DC P3700 Series 2TB in RAID O

100G NETWORK INTERFACE BANDWIDTH USAGE DURING DATA TRANSFER AT 20,000 KM DISTANCE
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TRANS-CONTINENTAL LINK

ZETTAR ZX USER INTERFACE DISPLAYING TRANSFER METRICS
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O Incoming traffic (bps)
B Cutgoing traffic (bps)
B o5th percentile (bps)

MName Slze Status Pricrity Progress Added
T 50-0.41-12800x32MIB 4000GIB  Finished Normal B 15201,
Lo 50-0.41-6400xB4MIB 400.0 GIB Finished Mormal B 1152019, ..
) 128Mi 0Gi 111312018, ...
_____ i 50-0.41-3200x128MIB 4000GIB  Finished Normal [ RlEE
$0-0.41-1600x256MIB 400.0 GIB Finished Nomal B 11/3/2019. ...
e 50-0.4L800x512MIB 400.0 GIB Finished Mormal B 1152019, ...
50-0.4t-400x1GIB 400.0 GIB Finished Normal B 152010, .
i 50-0.4t-200%2GIB 400.0 GIB Finished Normal B 11302019, ..
""" b 51-0.41-12600x32MIB 400.0 GIB Finished Normal B i1/3/2019. ...
: 51-0.41-6400x64MIB 400.0 GIB Finished Normal B 152010, .
----- - 51-0.41-3200%1286MIB 400.0 GIB Finished Normal B /32019, ...
a1 oo Metrics Details Files Comments
Progress: Metadata transfer time:
Total recelved: 3.5 TiB Total download time: 03:26:32

Maximal In : 55.04 G |: 55, O4% :| Maximal Out F2.42 M |: o, 075 :| Sum. mean download speed:  54.35 Gbps Max download speed: 4.51 Gbps
Average In 35.42 G [ 35.42%) Average Out 40,48 M [ 0,04%) e o i 000
Current In : 47.58 k [ 0O,00%) Current Out : 45,10 k 0, 00%)
G5t h percent ile @ 53823181553 bFIS Sum. mean upload speed: 0.00 Kbps Max upload speed: 0.00 Kbps
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COMPLETE SOLUTION

The production trial proved that a complete
solution: storage + compute + network

+ data mover software, for moving data

at speed and scale between Central Europe
and South-East Asia is now readily available.
For this project, the only new infrastructure
element is the newly built CAE-1100Gbps
network. Everything else is readily available,
including existing hardware and storage.

COST-EFFECTIVE

The solution was implemented and work well
on older generation hardware and we proved
that moving 1PB from Warsaw, Poland

to Singapore in less than 2 days for example,
can be achieved on our production trial
Infrastructure.

The ICM Lustre pool consists of two volumes.
Each one is built using HDDs only

and connected to the ICM DTN using

an InfiniBand FDR HCA (theoretical upper
bound 56 Cbps, 45-50Cbps in practice,

2011 technology). What the trial shows, is that
there they can be aggregated transparently.

FUTURE PROOF

Everything used in the trial is capable

of scaling-out. Lustre is an inherently cluster
oriented parallel file system. Zettar zx is one
of the only three U.S. DOE funded data mover
applications (GridFTP, Argonne, 1996; XRootD,
SLAC, 2005, zx, Zettar Inc., 2019) that is cluster
oriented.

ICM DTN is done right for this project: it has
no internal storage like most demo DTNs do.
A true production like two-tier setup, with
the DTN strictly as a compute node is used.
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Main connectivity routes for London Heathrow Airport — Perth International Airport in 2018
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Non-stop traffic

Connecting traffic
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Behind/beyond fraffic

Potential risk for ZIKA propagation
after Olympics Brazil 2016

jmin skudy SCM-ICAD for UM WHO Statistics  Signals / Flights

189375 4,480 23807

SIGNALS DETECTED SQUAWK 7500 SQUAWK 7600

Emergencies from the last 24 hours (limited to the last 1000 signals)

Flight: THY 1452

Number of emergencies: 55

Distance between the first and the last signal: 744 km

Time between the first and the last signal: Ch 50 m 46 s

First emergency time: 2019-11-05 15:15:04 (user local), 2019-11-05 17.15:04 (utc)
Last emergency time: 2019-11-05 19:05:50 (user local), 2019-11-05 18:05:50 (ute)
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51,388
SQUAWK 7700

EMERGENCY

12:47 &

UNITED STAT

ES

OF AMERICA T0
RUSSIA, 2018

Air freedoms for traffic from

United States of America
(@) to Russia (€D)

By freedom | NByali'l;[l‘le

Freedom# Pax % Rpk ¢
3 28,751 239,484,416
(5.56 %) (5.05 %)
4 181,425 | 1,552,174,039
(85.10 %) (32.71 %)
6 131,729 | 1,237,472,623
(25.49 %) (26.08 %)
620 22 (0.00 231,041 (0.00
%) %)
7 16 (0.00 119,303 (0.00
%) %)

o == Multicarrier 118,486 1,186,457,627
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EMERGENCY SQUAWK
DETECTION SYSTEM

The goal of the application is to monitor and collect
distress signals sent by aircraft are collected

(in particular squawks 7500, 7600 and 7700).

The system downloads ADS-B data from FlightAware
INn a real-time manner and stores filtered, normalized
and aggregated records at ICM data repository.

An APl in a form of RESTful web services is provided
with a feed of current in-flight emergencies, including
their importance, geographic features and time
trends, as well as a query interface for past events.
In addition, the system filters out false positives.

The alerts related to current emergencies can be also
actively fed to interested external parties (such as CAAs
and ANSPs, etc).

https://gato.icm.edu.pl/reports/



Assessment of tissue healing with human level accuracy
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VISNOW

GENERIC
VISUALIZATION
PLATFORM

Modular dataflow driven paradigm
Focused on scientific visualization
Implemented in Java
Open source
Support for large datasets
Extensible
Dedicated application packaging
Alternative to Paraview or Vislt

Displacement of the engine frame under test point load

Original (not displaced) field shown as flat shaded surfaces
Displacement multiplied by 1000 shown as lines with the feature angle exceeading
10 degrees

Displacement

Displacement

=

http://visnow.icm.edu.pl
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https://supercomputingfrontiers.eu/2020/




STUDENT CLUSTER COMPETITION
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